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Abstract

Many organizations continue to expose vulnerable systems for which patches exist, opening themselves up for cyberattacks. Local governments are found to be especially affected by this problem. Why are these systems not patched? Prior work relied on vulnerability scanning to observe unpatched systems, notification studies on remediating them, and on user studies of sysadmins to describe self-reported patching behavior, but they are rarely used together as we do in this study. We analyze scan data following standard industry practices and detect unpatched hosts across the set of 322 Dutch municipalities. Our first question is: Are these detections false positives? We engage with 29 security professionals working for 54 municipalities to collect ground truth.

All detections were accurate. Our approach also uncovers a major misalignment between systems that the responsible CERT attributes to the municipalities and the systems the practitioners at municipalities believe they are responsible for. We then interviewed the professionals as to why these vulnerable systems were still exposed. We identify four explanations for non-patching: unaware, unable, retired and shut down. The institutional framework to mitigate cyber threats assumes that vulnerable systems are first correctly identified, then correctly attributed and notified, and finally correctly mitigated. Our findings illustrate that the first assumption is correct, the second one is not and the third one is more complicated in practice. We end with reflections on how to better remediate vulnerable hosts.

1 Introduction

Exploiting known vulnerabilities for which a patch exists remains a dominant attack vector, even after years of warnings [11]. Local governments are seen as especially susceptible [26, 37]. The U.S. Cybersecurity and Infrastructure Security Agency (CISA) referred to them as the “cyber poor”, offering vulnerability scanning services as support [31]. These concerns are not exclusive to the U.S. In the Netherlands, the Dutch Safety Board investigated the incidents following the 2020 Citrix vulnerabilities and concluded that municipalities struggle with patching because of a lack of resources [17].

The threat of exploitation of local governments, or any other organization, is not hypothetical. Municipalities worldwide have been hit with ransomware attacks paralyzing organizations and losing sensitive and personal information of citizens [10, 24, 43, 45]. These attacks had destabilizing societal effects, with governmental services being unavailable and data of citizens being lost. In the US alone, more than a hundred local government organizations reported cyberattacks in 2019 and 2020 [42].

To mitigate such threats, governments established Computer Emergency Response Teams (CERTs) or Computer Security Incident Response Teams (CSIRTs) [19]. These organizations receive security incident data and network scan information from various sources. This data is forwarded to the organization responsible for the vulnerable systems. The notified organization is then expected to mitigate the vulnerability. Prior research shows that such security notifications can expedite vulnerability remediation [32, 52]. CERTs around the world operate on a similar model of monitoring networks and notifying constituents. In Brazil, the CERT provides incident analysis and coordination services for any network that uses IP addresses or Autonomous Systems allocated to Brazil, and domains under the .br ccTLD. It alerts Brazilian networks involved in malicious activities [8]. The CERT-Bund in Germany supports handling IT security incidents; it provides active alerts for the federal administration in the event of acute threats [21]. In Africa, the non-profit organization AfricaCERT, with several African countries as its members, states in its objectives that it “encourages information sharing in ICT security, which includes findings from reported incidents and case studies, so that vulnerabilities can be rapidly identified, and its risks mitigated” [2]. In the UK, the NCSCS introduced the Early Warning service, offering its members to notify them of vulnerabilities in their networks [38]. These CERTs monitor threats and attribute IP networks to organizations for alerting and notifications.
Yet, despite these measures, governmental systems, as well as other organizations, are still frequently found to be vulnerable [49]. Therefore, in this study, we first ask the question: how accurate are the measurements of unpatched systems? Next, we consider the question: why are those systems not patched? Prior work has shed light on the presence of unpatched systems via three strands of research, (i) studying the self-reported patching practices of system administrators [13, 33], (ii) network scans that detected where vulnerable systems are located [27, 56], and (iii) the effectiveness of notifications about detected vulnerable systems [32, 52]. However, no prior work has integrated these three strands as we do in this study.

We combine passive network scans (relying on banner-grabbing to infer software versions) to link versioned software to known vulnerabilities from the National Vulnerability Database (NVD) and to detect vulnerable systems in local governments in the Netherlands that receive notifications from their CERT and then use these detections in interviews with security practitioners responsible for those systems. We gather ground truth on the detections to answer our first research question. Next, to answer our second question, we explore the non-patching behavior of practitioners in a way less sensitive to the biases that come with self-reporting, which previous studies have relied on, e.g., [33].

We collaborated with IBD-CERT, the CERT organization for all municipalities in the Netherlands. The municipalities have registered their IP network ranges with the IBD-CERT. The CERT receives scan data from the national CERT and other sources about hosts with CVEs (Common Vulnerabilities and Exposures). It then notifies its members about detected hosts in their networks. We explore potential explanations for the detected vulnerable systems. First, the passive network scans might produce false positives: the host might not actually be running the vulnerable software. Scan data can contain artefacts and version information from hosts that are manipulated or simply wrong. Second, the systems are unpatched, but there is a reason the municipality has not patched it. It might be unaware of the vulnerability, it might be unable to patch it, or it might have decided that patching is not needed. In the process of conducting the interviews, a third explanation arose: the municipalities do not consider the vulnerable system to be their responsibility, even though they reside in the IP ranges that they registered with the CERT.

We analyzed 1,687 registered IP ranges covering 322 municipalities in the country. Using passive scanning data from Shodan [35] and Censys [14], we observed 154 vulnerable hosts running 17 different services with 643 unique CVEs in total. We conducted 16 semi-structured interviews with 29 security practitioners working for 54 municipalities (some IT departments support multiple municipalities), covering about 17% of the total population of Dutch municipalities. This sample includes municipalities with and without exposed vulnerabilities, so we can compare their answers and the features of their organizations. We transcribed, coded, and analyzed the interview data and conducted follow-up conversations.

First, we observed that the observation of vulnerable hosts seems reliable and not plagued by false positives. Next, we found that a significant portion of the vulnerable systems that get notified about fall into a gap, because there is a misalignment between the IPs of municipalities registered at the CERT, and the IPs the sysadmins see themselves as responsible for. At least some of these vulnerable systems appear to be “shadow IT”. This might explain why many of these systems persist in a vulnerable state. It also explains that the municipalities see themselves as much less vulnerable than their CERT or central government does. For the systems that were administered by the municipality, we observed that respondents were (i) not aware of vulnerable hosts, (ii) unable to patch the system, or (iii) systems were in the process of being retired. We also learned that vulnerable systems are rarely shut down because of security reasons. We make the following contributions:

- We collect ground-truth evidence that the external detection of vulnerable services is accurate and not plagued by false positives. The observations we collected from Shodan and Censys appeared to be 100% correct.
- We demonstrate major misalignments between the systems the CERT attributes to a municipality and the systems a municipality believes it is responsible for. For our sample of municipalities, this misalignment translates to the CERT observing 18 vulnerable hosts that the IT departments do not consider their responsibility, pointing to the problem of “shadow IT”. On the other hand, the municipal IT departments do see themselves as responsible for 6 vulnerable hosts that the CERT does not attribute to them and thus doesn’t notify them about. Only 9 vulnerable hosts are seen and attributed consistently by both organizations. These observations raise concerns about the effectiveness of the incident response framework of CERTs for notifying victim organizations.
- We identify four categories for not patching vulnerable systems in practice: unaware, unable, retired, and shutdown. In most cases, security professionals were unaware of the vulnerable system. Additionally, we find that there are no CVE or application-specific mitigation strategies applied to vulnerable hosts unless explicitly provided in the security advisory of the CERT or from the vendor. We also observe a strong tension between business continuity and security in the vulnerability management process.

2 Related Work

Our study ties into three main strands of research: (i) user studies of security practitioners or IT professionals; (ii) studies
using network scans to collect observational data on vulnerable systems; and (iii) studies on security and vulnerability notifications. We discuss each in turn.

First, several studies examined the perspectives of security practitioners to gain an understanding of their considerations or the organizational processes in which they operate, not necessarily related to security [5, 55]. Li et al. [33] identified processes system administrators use to manage software updates but relied solely on self-reporting via surveys. The software updates that system administrators reported were not empirically measured, and therefore a picture may be painted that does not fully align with reality. Dietrich et al. [13] looked at how system administrators managed their systems and their configurations, specifically examining the perspectives of system administrators. Velasquez et al. [53] looked at the role of the system administrator within the organization and found that they often act as a broker between the end-users and the technical community. Krombholz et al. [28] found that the deployment process of security measures for system administrators is too complex and recommended that server configurations should opt for security by default. Alomar et al. [3] observed that practitioners struggle with vulnerability remediation and that vulnerability discovery efforts are hindered by significant trust, communication, funding, and staffing issues. Smale et al. [12] found that vulnerability information acquisition by practitioners is not comprehensive and that up to 95% of all CVE disclosures are not ingested. These studies examine the perspectives of practitioners, but they are all based on self-reported behaviors, which is potentially biased. By using actual network data linked to known vulnerabilities, we ground the responses of the interviewees by discussing with them the evidence of vulnerable hosts in their network.

Vulnerabilities can be found in the wild with passive scanning services. The work of O’Hare et al. [44] presents a method to discover vulnerabilities by combining the CPE from passive scanning services with data from the National Vulnerability Database (NVD). A vast area of research relates to the use of Internet-wide scans with Zmap [16] and similar tools to detect vulnerable hosts [18, 23]. Numerous studies used Censys and Shodan to measure vulnerable systems [6, 15]. The work by West et al. [56] found that the Internet-facing OpenSSH service might not be as vulnerable as initially suspected due to the use of backports. Kotzias et al. [27] observed that the patching of server applications is much slower than the patching of client-side applications.

Finally, as stated in the introduction, there exists a line of research related to incident response and victim notification [52]. Li et al. observed that vulnerability notifications addressed directly to the owners of the resources promoted faster remediation than those sent to national CERTs [32]. Cetin et al. showed that retrieving contact information at scale was problematic. But once contacted, entities were more likely to remediate [9].

Our work builds on previous studies by connecting and contextualizing different methods and data sources to provide a deeper understanding of patching behavior and the responsibilities of networks. The combination of scanning networks and using that data in interviews should mitigate the risk of self-reporting in patching behavior. Additionally, it allows us to verify external measurements of software versions of networks, to obtain ground-truth. We complement those external network measurements with qualitative data to record the considerations of practitioners as to why those vulnerable systems exist in their infrastructure. Lastly, by collaborating with the CERT and the municipalities we are able to correlate (assumed) responsibilities for specific IP addresses that are attributed the municipalities.

3 Ethics

We received approval from our Institutional Review Board for conducting this human-subjects research. Participants were explained in detail about the study, associated risks, and use of information for which they provided informed consent.

Research on the vulnerabilities of an organization is a sensitive topic. In our informed consent form, as well as in the recruitment emails for the interviews, we consistently assured the participating municipalities, as well as their CERT, that their data was handled confidentially and would only be presented in an aggregated and anonymized form. No identities or municipalities would be named. We also made sure that answers that referred to specific tooling that might reveal their identity were cleaned.

After the interviews, we reported IPs with vulnerable services to the CERT. During the interviews, we notified respondents of the observed vulnerable hosts.

To minimize the burden on the security staff, we choose to use passive rather than active scans in order to prevent the disruption of regular operations or unintentionally triggering alerts (false positives) in their Security Operation Centers (SOCs). Before publication, we presented a draft of this paper to the respondents, so that they had a chance to check and correct quotes attributed to them.

4 Measurement Approach

We used a mixed-methods approach that combines external network measurements of the municipalities with a qualitative user study among sysadmins and security practitioners. The aim of this approach is two-fold. First, we validate the passive network measurements for detecting software versions with the responsible operators. This allows us to estimate the false positive ratio for the detection of vulnerable systems when relying on banner information about software versions and linking those to known vulnerabilities. We did not carry out active measurements on the networks of municipalities to ver-
ify vulnerabilities. Second, we conducted interviews to learn from the practitioners why the vulnerable systems, assuming they were correctly detected, were present in their network. We collaborated with the IBD-CERT, which is responsible for all Dutch municipalities. The CERT provided us with the IP ranges that the municipalities have registered with it. It also facilitated the process of recruiting interviewees.

4.1 Scanning Municipal Networks

Network scans can be done actively or passively. Active scans directly connect to the target network. They grab banners and infer software versions (e.g., Nmap [34]) but they can also be more intrusive. Some tools such as Metasploit [47], Nessus [51] or Qualys [46] actually try to exploit a potential vulnerability to determine if it is present on the target system.

By contrast, passive scanners run their own Internet-wide banner-grabbing scans and present the results to its users, often as a service via a web portal. The scan data is (somewhat) outdated but the target network is not directly touched by the users of the service. Popular passive scanning services are Shodan [35] and Censys [14].

The CERT provided the research team with 1,687 IP ranges for 322 municipalities. In the Netherlands, there are 346 municipalities, giving us coverage of over 93% of the total population. To reduce the burden on the municipality networks, we relied solely on passive rather than active scans. In November 2022, we queried Censys and Shodan to identify hosts. This process resulted in 3402 detected hosts. Figure 1 depicts the 322 municipalities from the CERT and the number of responding hosts for each. The next step was to determine what services were running on the detected hosts. Censys and Shodan parse banners to determine the service and version that is running on a port. A portion of the service banners contained version information. The service and, if available, version are used to generate a Common Platform Enumeration (CPE) identifier. We collected CPE identifiers of the applications and their versions running on a host. For those CPEs, we retrieved the accompanying Common Vulnerability Disclosures (CVEs) from the National Vulnerability Database (NVD) [40]. For these CVEs, we also collected their Common Vulnerability Scoring System Version 3 (CVSS3) scores. CVSS3 is an open framework for communicating the characteristics and severity of software vulnerabilities [20]. We used the CVSS score to label vulnerabilities as Critical, High, and Medium/Low [41].

Our study primarily relies on the scan results from Censys. Contrary to Shodan, it does not perform any black-box post-processing, so we can more transparently infer CPEs. Furthermore, Censys runs its scanners on a daily basis for each IP address [7]. To corroborate its results, we compared the results to those we got from Shodan. We observed two minor discrepancies. First, we found that for some IP ranges, each service returned a different number of hosts. (Both services did return the same number of hosts that were running a versioned service.) We asked respondents if they actively blocked either Censys or Shodan, which none did. However, several respondents did mention that their firewall blocks consecutive requests from a scanner and that it might explain the difference in resulting hosts. Second, we found minor discrepancies in how Shodan and Censys parse the banner for the CPE. For example, Shodan detects unversioned Apache2 instances conveying the following CPE for them: cpe:2.3:a:apache:http_server:2, while Censys returned the cpe:2.3:a:apache:http_server:*:*:*:*:*:*:*:* CPE. Also, for Nginx 1.18.0, Shodan returns the CPE cpe:2.3:a:igor_sysoev:nginx:1.18.0 while Censys returns cpe:2.3:a:nginx:nginx:1.18.0:*:*:*:*:*:*:*:*:*:*.* For neither CPE did it have an effect on the associated vulnerabilities.

4.2 User Study

Selection of municipalities. We compiled a list of versioned and (vulnerable) services per municipality. For the interviews, we selected municipalities on three criteria. First, we preferred municipalities with the highest number of hosts running versioned services, to maximize the number of external measurements of systems. We interviewed 10 municipalities with vulnerable hosts. Second, we interviewed municipalities without vulnerable systems. We wanted to learn if they approached vulnerability management differently, or if their organizational structure may have an effect. We interviewed 6 municipalities without vulnerable hosts. Third, we wanted a diverse set of municipalities in terms of size and geographical location. We aimed for a diverse sample measured in the number of inhabitants and Internet-facing hosts. Depicted in Figure 1, we plotted in red the participating municipalities among the total set of municipalities.

![Figure 1: Responding hosts versus the number of inhabitants (log scale) for the IPs of all municipalities. Red dots are the municipal IT organizations (16) we interviewed.](image-url)
Based on these criteria, we selected 34 municipalities and, in collaboration with the CERT, reached out to them in November 2022 until April 2023 via e-mail, inviting them to join a one-hour semi-structured interview. In case of no reply, we sent out a reminder after several weeks. We asked for respondents who were involved in the operational process of detecting and mitigating vulnerabilities, often system administrators. In total, we were able to set up interviews (4 declined to participate, and 12 did not respond). In several cases, municipalities maintained a shared ICT infrastructure with neighboring municipalities. In total, we interviewed 29 practitioners occupying 4 kinds of roles (Table 1) belonging to 16 organizations providing IT services to 54 municipalities (about 17% of the total population of Dutch municipalities). See Appendix A for more information on respondents.

<table>
<thead>
<tr>
<th>Roles</th>
<th>Respondents (n = 29)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Administrator</td>
<td>9</td>
</tr>
<tr>
<td>Network Administrator</td>
<td>2</td>
</tr>
<tr>
<td>Security Engineer/Officer</td>
<td>12</td>
</tr>
<tr>
<td>(C)ISO</td>
<td>6</td>
</tr>
</tbody>
</table>

**Pre-interview engagement.** Our interviews were one part of a multi-step engagement with the responding municipalities. We first reached out to municipalities via the CERT contact points. We explained the purpose and design of the study and asked them to participate in an interview. The interview had two main purposes: to verify the validity of the detected vulnerable hosts and to understand the reasons for those hosts being present in the network. Discussing and validating specific hosts meant we needed to enable the municipalities to prepare for the interviews. First, we updated our scan results shortly before the engagement. Then we sent a list of hosts, services, and versions that we had detected to our main contact point at each municipality. The contact points then had to identify within their organizations which IT practitioners were responsible for the specific hosts that we wanted to discuss. The practitioners, in turn, would then be able to prepare for the interview, e.g., by checking the exact versions of the services running on the hosts.

**Adapting the Research Design.** A surprise emerged during the first few interview preparations. Some respondents told us that the hosts we had sent them were not known to them or were not their responsibility, even though they were located in the IP ranges that the municipality had registered with the CERT. They are responsible for updating the data about the corresponding IP ranges if changes happen, yet we consistently ran into discrepancies. We see these discrepancies as outcomes of our research and will discuss this issue in depth in Section 5. That being said, it also meant we had to adapt our research design.

Our first adaptation was to ask respondents to share with us the IP ranges that they were responsible for. This brought another surprise: some of these ranges were completely outside of the ranges that were registered with the CERT. This led to a second adaption: we asked all respondents to share with us, well before the interviews, the IP ranges they were responsible for. We would then scan these ranges, in addition to the ranges that the CERT had on record, for hosts and services in Censys and Shodan. We would also identify vulnerable hosts in these ranges. In this way, we could share up-to-date scan results in preparation for the interview, as well as ensure that we could discuss vulnerable systems. These additional scans brought into focus potentially vulnerable systems that were not attributed by the CERT to the municipality.

**Interview protocol.** The combination of conducting interviews about actual scanned vulnerable hosts provides an empirical basis for determining how practitioners manage vulnerable systems and reduces the risk of social-desirability bias that may occur with self-reporting. Previous works [13, 33] used qualitative data but did not relate that data to actual systems.

The interviews consisted of three parts. First, we would ask the interviewee to confirm or reject the version information we had inferred about the selected hosts and services. In other words, it acted as a ground-truth validation protocol for the vulnerable services and determined if the external measurements were indeed correct. Second, it seeks to understand practitioner perspectives on the responsibility of IP addresses for monitoring and mitigating vulnerable systems of an organization. Third, it determines how practitioners assess and mitigate vulnerable systems in practice. These discussions centered around the vulnerable systems that we measured, not hypothetical cases. For the latter part, we chose a semi-structured protocol because we wanted the interviewees to freely express their thoughts on the reasons for the presence of vulnerable hosts [25, 29]. The full interview protocol is included in Appendix B.

The interviews were conducted in person or using video conferencing applications and typically took about an hour. There were 6 interviews done with a single respondent, 5 with two, and 4 with three respondents. In those cases, respondents stated that several people were involved in administering the infrastructure and to improve our understanding, all should provide input. One municipality answered interview questions via e-mail because the infrastructure administration required too many people for one interview. In the pre-interview communication, the respondents were informed about the goals of the interview and received an Informed Consent form. At the start of the interview, we reiterated the research goals, gathered consent statements, and asked permission to record the interview for transcription. Respondents participated voluntarily and did not receive compensation for the interview.
Coping. Interviews were transcribed and coded using the ATLAS.ti software [4]. Initial codes were iteratively developed by the lead researcher and two other researchers. The codes clustered topics that described the various kinds of answers of participants. First, 4 interviews were coded by the lead researcher for the initial codes. The research team then refined the initial codes. These codes were then shared with another researcher to independently code a subset of interviews and discuss the results. We refined the codes with the research team with those results, leading to the final codebook. The process of meeting with authors and discussing and independently refining the codebook is a suitable way to ensure the reliability of findings, according to McDonald et al. [36]. The final codebook is available in Appendix C.

5 Validating Observed Vulnerable Systems

The first potential explanation for the presence of vulnerable hosts is that their detection might contain false positives. That is, the network scan data received and disseminated by CERTs might not be fully accurate. Our approach, extracting CPEs from version information in banners, is a normal industry practice, so our data is similar to the data CERTs receive. There is a second type of scanning that does not rely on version information alone and instead uses benign exploit code to test the presence of a vulnerability. Because of the intrusive nature of such scans, we did not adopt this approach. Clearly, the second approach offers greater reliability for estimating vulnerabilities but the approach has a direct impact on the target network, which was unfeasible for our collaborations.

There are two caveats to the approach we used. First, administrators may hide the version in the banners they expose. Second, a service may run a backport, i.e., an older version that includes security patches from a new version but still shows the old banner. A banner rarely shows the presence of a backport of a service. Therefore we asked respondents if they used them. None of our 29 respondents indicated that they (knowingly) ran backports. In two interviews, respondents stated they use a security product that hides version information.

Our scans resulted in 3,402 records from Censys, i.e., that is the number of responding hosts. Within this dataset, 578 hosts were found with at least one versioned service application (17%). A host can run multiple (vulnerable) services on different ports. We, therefore, examine all unique vulnerable CPEs on all hosts. From the 578 hosts, we derived 101 unique CPEs. Of these 101 unique services, 70 contained 1 or more CVEs, with a total of 643 unique CVEs. The 70 vulnerable services were observed in 154 unique hosts in 94 different municipalities. In our population, vulnerable hosts most frequently ran vulnerable versions of OpenSSH and Apache Httpd.

To verify the services and versions at vulnerable hosts, we prepared a list of detected systems for each of the 54 municipalities, based on the IP ranges registered with the CERT. In total, this set contained 24 vulnerable hosts for the 16 IT organizations servicing 54 municipalities.

However, as explained in Section 4.2, the pre-interview communication revealed that the municipalities did not consider some of the CERT-registered IP ranges as falling under their responsibility. So some of the detected vulnerable systems were not under their control or even unknown to our interviewees. This meant that in 9 of the 16 interviews, there were no vulnerable hosts at the municipality in the IP ranges reported by the practitioners. This misalignment is explored further in Section 6. In the remaining 7 interviews, we were able to validate 15 vulnerable hosts. We supplemented this set by validating the 27 non-vulnerable hosts since that inference (vulnerable or not) is based on the exact same data and analysis. This allowed us to test whether using version information from banners is reliable or plagued by a substantial false positive rate. The 15 vulnerable hosts ran 4 different vulnerable services: Apache, OpenSSH, PowerDNS, and Nginx (see Table 2). We confirmed the service and the version with the respondents. We agreed with respondents not to share the versions of the software so as not to facilitate attackers. For all the vulnerable services that we observed with the passive scan data, the actual running service and version were the same, according to the respondents. We also confirmed 27 Microsoft services: 1 MS Internet Information Services 8.0 service, 5 MS Internet Information Services 8.5 services, 9 MS Internet Information Services 10 services, and 12 MS HTTPAPI 2.0 services. Again, all versions were confirmed by the respondents. In total, all 42 observations were correct. While the measurements of the versions of the Microsoft systems are correct, the measurements do not provide insights into their actual vulnerability. First, we cannot determine CPEs that can be linked to specific CVEs. Second, we cannot actively verify vulnerabilities by exploiting them, as described in Section 4.1. During the interviews, we verified the versions but we did not discuss specific security updates. Table 2 provides an overview.

<table>
<thead>
<tr>
<th>Service</th>
<th># Correct</th>
<th># Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>OpenSSH</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>PowerDNS</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Nginx</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>IIS 8</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IIS 8.5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>IIS 10.0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>HTTPAPI 2.0</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>42</strong></td>
<td><strong>0</strong></td>
</tr>
</tbody>
</table>
Table 3: The number of hosts, number of versioned hosts and number of vulnerable hosts that the CERT attributes to a municipality, and the practitioners at the municipality themselves.

<table>
<thead>
<tr>
<th>Muni Id</th>
<th>Hosts Muni</th>
<th>Versioned Hosts Muni</th>
<th>Versioned Hosts CERT</th>
<th>Vulnerable Hosts Muni</th>
<th>Vulnerable Hosts CERT Only</th>
<th>Vulnerable Hosts Only</th>
<th>Shared</th>
<th>Total Vulnerable Hosts</th>
<th>Total Unique CVEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>6</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>45</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>13</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>30</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>53</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>25</td>
<td>3</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>31</td>
<td>47</td>
<td>2</td>
<td>23</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>88</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>12</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>84</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>10</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>7</td>
<td>73</td>
</tr>
<tr>
<td>9</td>
<td>77</td>
<td>156</td>
<td>26</td>
<td>34</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>24</td>
<td>81</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>26</td>
<td>50</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>57</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>113</td>
<td>29</td>
<td>8</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>15</td>
<td>26</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>46</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>500</strong></td>
<td><strong>483</strong></td>
<td><strong>74</strong></td>
<td><strong>101</strong></td>
<td><strong>6</strong></td>
<td><strong>18</strong></td>
<td><strong>9</strong></td>
<td><strong>33</strong></td>
<td><strong>486</strong></td>
</tr>
</tbody>
</table>

6 Attribution and Unclear Responsibilities

As discussed in Section 4.2, our research approach led us to discover a new explanation for the presence of the vulnerable systems: the misalignment between the IP ranges that the municipalities registered with the CERT and the IP ranges that the respondents thought they were responsible for. Perhaps some vulnerable systems persist because the municipalities do not see them as their responsibility, even though they might be notified about their vulnerable status.

In this section, we further explore this misalignment. First, we briefly describe the role of the CERT and the crucial role that the registered IP ranges have in the institutional incident response system. Next, we analyze the relationship between the IPs registered with the CERT and the IPs that the practitioners provided. Then, we quantify the misalignment of the IPs between the CERT and the municipalities. Finally, we examine perspectives on responsibilities.

6.1 Role of CERT and Municipal IPs

The IBD-CERT supports municipalities with security advice and liaises between municipalities and the national CERT. On behalf of municipalities, it contributes to the Baseline Informatiebeveiliging Overheid (BIO) – the Dutch compliance framework for information security within government. One of the goals of the CERT is the detection of incidents and crisis situations and the sharing of knowledge between municipalities and suppliers. While municipalities are ultimately responsible for monitoring their own systems, in pursuing its goals, the CERT also monitors the Internet-facing infrastructure of municipalities. In doing so, it also receives information about vulnerable systems from other parties, such as the national CERT, their own scans, ethical hackers, Shodan, and the Dutch Institute for Vulnerability Disclosures (DIVD).

6.2 Misaligned Threat Landscape

The misalignment in monitored IP addresses translates to misalignment in the perceived threat landscape by the CERT and the practitioners at the municipality. We find that the CERT generally observes more versioned and vulnerable hosts than the practitioners at the municipality itself. Table 3 describes the number of hosts, number of versioned hosts, and number of vulnerable hosts that the CERT attributes to a municipality, and the practitioners at the municipality themselves. It shows that respondents observed 6 vulnerable hosts that the CERT did not observe. The CERT observes 18 vulnerable hosts that the respondents do not. The respondents and CERT both observe 9 vulnerable hosts. In total, there are 33 vulnerable hosts for the municipalities.

The data in Table 3 shows that neither organization observes the full set of vulnerable hosts. The CERT observes more vulnerable hosts than the practitioners at the municipalities themselves. This would lead the CERT to send notifications to the respective municipalities, who, in turn, would not recognize the system. But the CERT also has a blind spot, the vulnerable systems in the public IP range of the municipality that the CERT does not monitor. In those cases, the CERT
could not exercise its supportive function, and would not send any notifications at all.

The differences in vulnerable hosts between the organizations impact the CVEs associated with a municipality. We find that the 15 vulnerable hosts at municipalities result in 62 unique CVEs within IP addresses for which they consider themselves responsible. The vulnerable systems observed by the CERT for those municipalities result in a much larger set: 481 unique CVEs. It is not just the sheer number of vulnerable hosts that is larger. We also see a remarkable difference when we look at the CVSS rating of the vulnerabilities (a score between 1 and 6.9 is considered “low/medium”, between 7.0 and 8.9 is “high” and between 9.0 and 10.0 is “critical”) [41]. We find that there are 15 critical CVEs in the IP space identified by the respondents versus 107 critical CVEs in the IP space that are registered with the CERT. Similarly, we find that there are 27 high CVEs in the municipality IP space and 191 highs in the CERT IP space. Table 4 depicts the CVEs by severity per organization. The key consequence of the misalignment of the IP ranges is this: the CERT observes much greater risks for the municipalities, compared to the municipalities themselves.

Table 4: Number of vulnerabilities by CVSS3 severity, as observed by each organization. In parentheses are the number of unique IPs with a vulnerability. Note that most IPs run a service with multiple CVEs of different severity levels, skewing the individual and total IP count.

<table>
<thead>
<tr>
<th>Org.</th>
<th>Critical</th>
<th>High</th>
<th>Medium/Low</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muni</td>
<td>15 (7)</td>
<td>27 (14)</td>
<td>20 (9)</td>
<td>62 (15)</td>
</tr>
<tr>
<td>CERT</td>
<td>107 (18)</td>
<td>191 (27)</td>
<td>183 (22)</td>
<td>481 (27)</td>
</tr>
</tbody>
</table>

This finding can explain two things. First, it means that the CERT – and in its wake, the national CERT and central government agencies – see the municipalities as much more vulnerable than the municipalities’ security practitioners see themselves. That can translate into the perception of the CERT and other government entities that municipalities show a lack of urgency about these issues. Second, it means that the vulnerable hosts persist because the vulnerability notification system is broken. The municipality receives the notifications, but the bulk of these are deemed to fall outside their scope of responsibility. Conversely, there are vulnerable hosts in the self-reported IP ranges that are not registered with the CERT. The municipalities will not be notified about those. Both scenarios lead to vulnerable hosts persisting over time.

During the interviews, most respondents stated that they do not have a complete or up-to-date overview of all the systems that the organization is running externally, so outside the ranges they feel responsible for, but inside the ranges registered with the CERT. Some respondents stated that the internal processes at the municipality for departments to report external systems that they use to the IT or security team were unclear. One respondent (#12) stated “we have a view on those systems that are reported. But not on the ones that are not reported”.

6.3 Quantifying the Misalignment

To quantify this misalignment, we compare the sets of IPs that the CERT associates with a municipality and the IP addresses that the respondents reported as being responsible for. To measure the similarity of those two sets, we use the Jaccard similarity coefficient and the Szymkiewicz-Simpson coefficient, also known as the Overlap coefficient. Both scores range from 0 to 1. The Jaccard score tells us how similar two sets are, where 1 means that all the items appear in both sets. However, the score does not capture when one set is much bigger than the other. Therefore, we also include the Overlap coefficient, which is 1 if one set is fully subsumed in the other set. We find that, on average, the Jaccard coefficient is 0.21 and the Overlap coefficient is 0.56. This means that most municipality IP ranges and CERT IP ranges for that municipality are of a very different size, and also have only partial overlap – meaning, they monitor different addresses. More importantly, the incident response and vulnerability notification infrastructure assume they are 1.

We can also visualize the misalignment using a Venn diagram. Figure 2, shows three examples of sets of IP ranges with vulnerable IPs from the CERT and the municipality itself. The remaining diagrams are in Appendix D. Clearly, the IP ranges registered with the CERT, and the IP ranges used by our respondents are very different.

6.4 Perspectives on Responsibilities

We tried to understand what explains the differences in the attribution of vulnerable hosts. Respondents made a distinction between systems they administer and systems that are used by the organization but are not administered by the respondents, such as SaaS services.

Administering Systems Themselves. Most respondents stated that their responsibility was primarily the systems
they administer themselves, and exposing them through their public IP range – i.e., the IPs used for routing Internet traffic in and out of their internal network. They minimize their Internet-facing footprint because it provides the administrators with two clear advantages. First, the “front door” is small and easier to manage for “administrator”-type duties – it gives them a better overview. As one respondent (#2) stated, “the more external points you have, the harder it becomes and you quickly lose oversight”. Second, the security tools only need to monitor a small set of addresses which reduces the capacity needed for monitoring those systems. One respondent (#5) stated, “Monitoring simply takes a lot of time, and then we are not even taking into account any type of response”. Similar to [3], we found that many municipalities faced staffing issues and limited resources. Consequently, a lot of decision-making prioritized optimized use of (human) resources.

Not Administering Systems. The challenge of overseeing systems is exacerbated when external parties provide a service for the municipality. Most respondents observed a trend in the growing number of Software-as-a-Service (SaaS) platforms. They applauded this trend as it reduces the number of applications and servers they need to manage on-premise. This allows practitioners to handle more work with fewer people. However, the downside is that practitioners are not always aware of those systems, and they no longer administer or control the systems on which their data now resides.

Administering systems is difficult for respondents because of the sheer number of business services a municipality offers, each with its own software application. It is this wide array of services that distinguishes it from a regular enterprise according to one respondent: “A municipality has so many types of connections, partners, and disciplines that it’s not comparable to a business. There, they want a single solution but that doesn’t exist in municipalities. It’s very complex. For example, you could get a notification that the tile of a curb is positioned wrong. The team responsible for that has its own application. We have many demands and wishes and we have a great number of running tenders. Unfortunately.”

A majority of respondents stated that there was no clear overview of the platforms that the municipality uses, as those platforms were not always reported to the IT team. For some respondents, a clear process to register newly connected platforms or a mandate to enforce the registration obligation at the IT team was lacking. This is the well-known problem of “shadow IT”, which has been plaguing IT managers for decades now [48]. In only two cases did the respondents know the vulnerable host at the IP address that we shared with them, even though they were not responsible for administering it and it wasn’t in their public IP range. They knew it was running at a third party. Respondents also brought up the issue of control. They indicated that while procedures are in place to demand security measures during the tender, they do not have the power to exert control. For example, a respondent stated that monitoring – i.e., scanning – external systems was frequently not allowed by the external vendor. Another respondent mentioned that the municipality wanted to ingest logs from the vendor into their SIEM, but the vendor did not want to share its logs, one of the voiced concerns was the privacy of (non-municipality) user information. In all of those cases, the practitioners could not exercise control over how their data was managed at the partner organization, yet they feared that the (political) fallout in case of an incident would be their responsibility.

Administering Shared Resources. Some municipalities collaborate in a governance structure to share ICT resources. This governance structure streamlines resources to reduce costs and optimize the capacity of scarce IT personnel. However, it is not without problems. Respondents in such a governance structure stated that it is hard to draw the line between responsibilities. For example, in two interviews, we spoke to respondents about where the line was drawn between the hardware layer and the application layer. The idea behind this distinction is that the municipalities themselves can manage much of the application layer to accommodate their specific business needs. However, in practice, these layers are often intertwined, and it becomes unclear who is responsible for mitigating a vulnerable system. We observed one case where the organization that runs the infrastructure knows about vulnerable systems in the application layer but is unable to patch the system, mainly because they cannot oversee the impact of an update on the systems that provide the business services.

7 Managing Vulnerable Systems

The last explanation for exposed municipal hosts looks at the reasons that organizations might not patch a system they are responsible for. Practitioners may be unaware of vulnerable systems, or they might be unable to patch them, or they might have decided that patching is not needed, e.g., because they have specific mitigation strategies in place, such as firewall rules or monitoring.

We identified 15 vulnerable systems for which the practitioners we interviewed considered themselves responsible. We asked these respondents how they dealt with those systems. We asked for their rationale on patching, why the systems were not patched, and what if any, other actions had been taken. Due to the nature of our collaboration, we did not learn of the specifics of the business service that a vulnerable system provided. That said, in general, practitioners mentioned that most of their systems contain valuable data, such as personally identifiable information, albeit frequently fragmented. Every bit of valuable data or provided service is considered important, and compromise would have privacy implications even if it applied to only a handful of citizens.
Table 5: Features of the municipalities, the number of total vulnerable hosts, and the Jaccard and Overlap indexes with CERT. Most municipalities collaborate and provide IT services for several municipalities and auxiliary organizations.

<table>
<thead>
<tr>
<th>Muni ID</th>
<th>Vulnerable Hosts</th>
<th>Inhabitants</th>
<th>IT team</th>
<th>Security Team</th>
<th>Servers</th>
<th>Muni’s</th>
<th>Aux orgs</th>
<th>Jaccard</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>10-100k</td>
<td>10-20</td>
<td>yes</td>
<td>100-200</td>
<td>1-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>10-100k</td>
<td>1-10</td>
<td>yes</td>
<td>0-100</td>
<td>1-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>100-200k</td>
<td>20-30</td>
<td>no</td>
<td>100-200</td>
<td>5-10</td>
<td>1-2</td>
<td>0.36</td>
<td>0.56</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>100-100k</td>
<td>1-10</td>
<td>yes</td>
<td>100-200</td>
<td>2-5</td>
<td>&gt;3</td>
<td>0.038</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>100-100k</td>
<td>1-10</td>
<td>no</td>
<td>100-200</td>
<td>1-2</td>
<td>0</td>
<td>0.77</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>200-300k</td>
<td>30-40</td>
<td>yes</td>
<td>&gt;1,000</td>
<td>&gt;10</td>
<td>1-2</td>
<td>0.38</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>100-200k</td>
<td>20-30</td>
<td>yes</td>
<td>500-1,000</td>
<td>1-2</td>
<td>0</td>
<td>0.16</td>
<td>0.46</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>100-200k</td>
<td>10-20</td>
<td>yes</td>
<td>100-200</td>
<td>1-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>300-400k</td>
<td>30-40</td>
<td>yes</td>
<td>&gt;1,000</td>
<td>5-10</td>
<td>1-2</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>200-300k</td>
<td>30-40</td>
<td>yes</td>
<td>200-500</td>
<td>1-2</td>
<td>0</td>
<td>0.17</td>
<td>0.79</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>100-200k</td>
<td>30-40</td>
<td>no</td>
<td>500-1,000</td>
<td>1-2</td>
<td>0</td>
<td>0.27</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>100-200k</td>
<td>1-10</td>
<td>yes</td>
<td>100-200</td>
<td>3-5</td>
<td>0</td>
<td>0.47</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>200-300k</td>
<td>40-50</td>
<td>no</td>
<td>&gt;1,000</td>
<td>3-5</td>
<td>0</td>
<td>0.10</td>
<td>0.18</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>100-200k</td>
<td>20-30</td>
<td>yes</td>
<td>200-500</td>
<td>1-2</td>
<td>0</td>
<td>0.02</td>
<td>0.96</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>200-300k</td>
<td>40-50</td>
<td>yes</td>
<td>&gt;1,000</td>
<td>5-10</td>
<td>1-2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>100-200k</td>
<td>40-50</td>
<td>yes</td>
<td>&gt;1,000</td>
<td>1-2</td>
<td>1-2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

7.1 Identifying Vulnerable Systems

We asked respondents how they identified vulnerable systems in their daily work. All respondents stated that they use vulnerability scanners to do so. In addition, they stated that yearly penetration tests are conducted. To stay up to date on the latest vulnerabilities (that might not be incorporated in the vulnerability scanner), they receive security advisories from the CERT, vendors, and popular security news sources. Our findings on the ingress of vulnerability information are in line with earlier work [12], in that practitioners relied on curated vulnerability information from authoritative sources to consider vulnerability information. As we will discuss below, for some vulnerable systems, sysadmins did not know the version of the software they were running. So, they relied on external triggers to become aware of vulnerabilities.

There is a compliance framework in place to act on security advisories. As stated in Section 6.1, the Dutch government uses a compliance framework, BIO, to improve and measure security practices. It contains a chapter on vulnerability management which states that if the severity level of security advisory of the national CERT is marked with probability as “High” and impact as “High”, (also known as a “High/High”), the vulnerability should be resolved or mitigated as soon as possible and at the latest within a week. All respondents noted that if they received a “High/High” advisory, they would move to action almost instantaneously.

7.2 Vulnerable vs. No Vulnerable Systems

We analyzed the interviews to determine if municipalities that did not have vulnerable hosts did anything differently than those with vulnerable hosts. We included 5 municipal IT organizations where we detected no vulnerable hosts. Remember that our measurement approach relies on obtaining versions from banner data. If administrators hide the version information, our method will not determine vulnerable hosts. We learned that 2 of the 5 municipal organizations indeed ran security products that obscured versions.

At 11 municipal organizations, we did observe vulnerable hosts, either in the IPs registered at the CERT or administered by the municipality. We tried to find a common denominator for organizations with vulnerable hosts versus those without. We looked at security tools, the capacity of IT staff, the size of the municipality, the size of the IT team, the presence of a security team, and the act of vulnerability scanning.

All the respondents we interviewed, with and without vulnerable hosts, had basic generic security tools in place, like firewalls, NAT, EDR, logging, and network segmentation. Similarly, all respondents noted that they did not have sufficient capacity, in terms of qualified IT staff, for their security duties. Next, we checked if the size of the municipality, measured by the number of inhabitants, had a relation to the number of vulnerable hosts. We observed that both the smallest and largest municipalities had vulnerable hosts, as did several in between. We then compared the size of the IT team but also found that vulnerable hosts occurred in small and bigger IT teams. Finally, we looked at organizations in terms of the number of servers they ran. These servers are not all exposed to the Internet, but the number of app servers acts as a proxy for the size of their infrastructure. The idea is that a larger infrastructure might contain more vulnerable machines. However, here too we see no clear distinction. Next, we observed that all respondents, except one, engaged in vulnerability scanning, discounting this as an explanation for the presence or absence of vulnerable hosts. The one respondent who did not actively
use it was not part of the security team. Finally, we wondered if the presence of a security team might have an effect. From the 16 interviews, 12 organizations ran a security team, and 4 did not. We observed that 9 municipalities with a security team have vulnerable hosts. Of the 4 municipalities without a security team, 2 municipalities exposed vulnerable hosts.

In sum, we do not observe a link between specific features of an organization and the number of vulnerable hosts. We also do not find substantially different security practices among respondents in the interview data.

7.3 No Patch

We hypothesized that observed vulnerable systems are indeed vulnerable, but administrators may have their reasons for not patching. We first examined if they had put specific mitigation strategies in place for the vulnerable hosts. All the respondents stated that they had generic mitigation strategies in place (such as network segmentation, logging, firewalls, and Intrusion Detection Systems). Some respondents stated that they also use a managed SIEM. However, only in one case was a specific mitigation strategy in place for an observed vulnerable system. That system was run on an isolated network. Without specific mitigation strategies in place, we asked administrators what other actions, if any, were taken for the vulnerable hosts. We analyzed the interviews for the 15 vulnerable hosts and synthesized the responses into various explanations that we condensed into four categories: unaware of the vulnerable system, unable to patch it, the system was (in the process of being) retired, or the system was shut down. We describe each in more detail below, and tabulate an overview of these explanations in Table 6.

<table>
<thead>
<tr>
<th>Explanation</th>
<th># Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unaware</td>
<td>9</td>
</tr>
<tr>
<td>Unable</td>
<td>3</td>
</tr>
<tr>
<td>Retired</td>
<td>3</td>
</tr>
<tr>
<td>Shut down</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>15</strong></td>
</tr>
</tbody>
</table>

**Unaware.** We observed during the interviews that respondents were not always aware of the vulnerable system. We encountered three types of unawareness. First, an administrator retired the system and assumed it was no longer online. This, however, was not the case. One respondent (#6) said: “this is a system that is phased out. I’m actually surprised about this. Thanks, I’ve got some homework to do.” Second, there was a case where a vulnerable system was not on the radar at the organization. When presented with the system, the security team could not find the system in their asset inventory but acknowledged it was running in their IP range.

There was no direct explanation for that situation. Third, the system was not directly identified as a vulnerable system. The respondent (#1) stated: “These servers run directly from the Debian repos. We did not patch these systems because we assume the repo provides a decent package”. For this particular case, the administrator was not part of the security team, so it may have been flagged as vulnerable elsewhere in the organization. However, the actual administrator of the system initially did not consider it vulnerable.

We investigated this type of unawareness further by checking if respondents knew about the versions of the software they run and if they were vulnerable. None of the respondents during the interview explicitly had the versions of the software they were running at the top of their minds. Similarly, none of the 29 respondents directly knew the latest version of the software they were running. All had to look up the service and version from their asset inventory system, most often a vulnerability scanning report.

We tried to gauge if respondents knew ex-ante if they set up a vulnerable system in their infrastructure. Most respondents stated that the software that is run is installed to the latest version when set up, regardless of potential vulnerabilities, because that is the best they can do. Potential vulnerabilities will be found when the vulnerability scanner is run. One respondent indicated that when installing the latest version, he checked the latest packages for information and vulnerabilities from the distributor’s repository to make sure a newer version would not be released in the very near future.

**Unable.** In two cases, practitioners reported that they were unable to patch a vulnerable system. This happened either because of a lack of mandate from the organization or because the vulnerable software was a dependency in a product that was used to provide a business service.

At one organization, the security team was aware of the vulnerable system but was unable to undertake mitigating actions. This particular situation derived from a governance structure where the respondents were part of an organization that was responsible for the majority ICT infrastructure of the municipalities but not the last application layer. The application layer was managed by a small IT team at the municipality itself. The security team at the organization managing the infrastructure is somewhat involved in the management of the application layer due to their expertise, but they did not have the mandate to intervene themselves. Another consideration was that a patch could break the services offered by the vulnerable system. A respondent (#13) stated “fixing vulnerabilities in the application layer is outside the scope of our mandate. That said, it isn’t entirely that black and white. But in this case, we cannot functionally oversee the consequences for the underlying application and business processes.”

At another organization, the vulnerable host ran a product with a dependency that was vulnerable. The vulnerable software could only be patched by updates from the product.
The risks of that system were mitigated by the monitoring of an endpoint security product – that ran on all managed devices – and by running the system on an isolated segmented network. For that host, the security team did not directly intervene in mitigating the risk but had to engage other teams to act on the vulnerable system. The respondent (#12) stated: “that’s why I’m pushing these people to act on this system”. But sometimes such a system could not be removed. The respondent (#12) said: “this particular system, it is provided by a supplier and someone in our organization opted for that product. How do you deal with it? Retiring the system is the only way”. The system was not actually retired because of business reasons.

Retired. In various cases, the observed vulnerable hosts were in the process of being retired. A retired system should not be online, but there is some time between deciding to retire the machine and it actually being offline.

Retiring a system could have various reasons but, most often, respondents stated that it was a (legacy) system that is outdated. For example, some systems ran outdated software, and the service it provided can now be done better with a new product. Consequently, the system was phased out and didn’t get much attention anymore. The legacy system was marked for retirement and lingered around for a while before it actually went offline. A respondent (#6) said “this was a great product at the time but these days it’s outdated. We are now in the phase of retiring this system”. In another case, we found a vulnerable system before the interview, and during the interview, the system was no longer online, the respondent (#23) stated that: “by now that system is turned off”. This happened only once.

Shut down. One of the most drastic mitigation strategies for vulnerable systems is simply “pulling the plug”. This was not done for any of the vulnerable systems we observed, but many respondents stated that shutting a system down was part of their toolbox of mitigation strategies – albeit one very few actually want to use. When asked if this was actually done in practice, only a few respondents stated that this was within their power to actually execute. The majority of respondents stated that, while it is an option, in practice, shutting down is hardly done because business continuity takes priority. For most respondents, the only situation where they actually shut down systems was during the Log4J vulnerability. The severity of the vulnerability and the fact that it was not clear which software was vulnerable allowed for enough organizational pressure to trump business continuity. As one respondent stated: “once a vulnerability hits the news, people start taking it seriously. Sometimes we need an incident like that to make strides in security”.

But without that sense of urgency, business overpowers security. One respondent (#22) stated, “business and security sometimes have opposing interests. Contrary to a commercial organization, a municipality has certain societal obligations, therefore we simply can’t shut a system down like that because we are required to offer those services. Considerations are complex and discussions are quickly taken out of context. Then it doesn’t matter what actually happened, but how it is perceived because something is in the newspaper”.

7.4 Patching Systems: Prioritizing

Respondents stated that patching is the preferred strategy to deal with a vulnerable system. Sometimes, a patch is not directly available, as was the case with a Citrix vulnerability in 2020 [1], then they rely on the mitigation strategies provided by the vendor or the security advisory. However, the capacity, in terms of people, for rolling out patches is limited. The vast majority of respondents stated capacity as an obstacle to security. As practitioners face vulnerabilities in their Internet-facing systems as well as their internal networks, this forces them to prioritize what systems to patch first. In doing so, there are two main criteria: a) whether the system is Internet-facing and b) the severity level of the vulnerability.

First, several respondents stated that all vulnerabilities should be dealt with. This self-reporting, however, is contradicted by the fact that we did find vulnerable hosts, illustrating the limitations of self-reporting on patching behavior. To be fair, many respondents also appeared to accept that there will always be vulnerabilities somewhere in their infrastructure. Vulnerabilities in Internet-facing systems should be dealt with first – as they consider it the front door to their internal network. One respondent (#26) stated: “Internet-facing systems have priority because the chance of abuse is higher than systems inside our network.” If this is true, then there should be more vulnerabilities in internal systems versus the Internet-facing systems. We could not measure this directly, but when asked, several respondents admitted that there were indeed (many) more vulnerabilities in their internal network.

While many respondents stated that their Internet-facing systems should not contain vulnerabilities, it was also mentioned that they do not consider it likely that a real attack would happen there. Instead, they feared an attack via an unsuspecting user clicking a link in a phishing mail.

Second, respondents indicated that systems with a high-severity vulnerability are prioritized. The severity metric is most often determined by either the severity level of the security advisory or the severity score of the vulnerability scanner. The Common Vulnerability Scoring System (CVSS) cite [20] is a popular scoring system to determine the severity of a vulnerability. The CVSS score is popular but has its limitations. For example, it does not take into account the ease of exploitability of a vulnerability, the availability of an exploit, or details on the number of exploitations of the vulnerability in the wild. Many security companies expand on CVSS with their own data and ranking to improve the assessment of the severity of a vulnerability. In doing so, (proprietary) vulner-
ability scanners often report the CVSS as well as their own scoring system. For example, the vulnerability scanner Nessus – popular among respondents – provides its own Vulnerability Priority Rating (VPR). The VPR takes additional factors into account, such as the CVSSv3 Impact score, the age of the vulnerability, the exploit code maturity, and more [50]. If vulnerabilities have a High or above classification (in any kind of scoring methodology), they are quickly prioritized according to the respondents.

To verify this claim for high-severity security advisories, we examined the national CERT security advisories for “High Impact/High Probability” vulnerabilities and referenced them with the systems we scanned. The security advisories contain vulnerabilities for open-source software but also proprietary software. We could not validate the claim that respondents patched “High/High” advisories for proprietary software quickly because the associated software services could not be fingerprinted by us for a version. However, in one case, security company Fox-IT wrote in their blog that they could fingerprint Citrix software for two specific CVEs [22]. In the CERT dataset with IP addresses, we reproduced their method and observed that the systems with CVEs were applicable for 7 hosts. Looking historically, in the two weeks after the advisory was sent and the update became available, these systems were patched, giving credibility to the respondents’ claims.

8 Discussion

Explanations for persisting vulnerable systems. We consider three explanations for the 154 vulnerable systems we observed in the IP ranges registered with the CERT: incorrect measurements, misalignment in the responsibility of IPs, and vulnerable machines unpatched for some other reason. We interviewed 16 municipal IT organizations that had 33 of the vulnerable systems.

We learn that the first explanation doesn’t explain any of the vulnerable systems. We find that the external measurements of hosts using banner information are not plagued by false positives. The second explanation, the misalignment of IPs – i.e., IPs registered at the CERT and those used by practitioners – is observed at all the 16 municipal IT organizations we spoke, and this most likely happens at many more, if not all, municipalities. Of the 33 vulnerable machines for the municipalities, 18 vulnerable hosts were seen only by the CERT, 6 by the municipalities alone, and 9 were seen by both organizations. This brings us to the third explanation: vulnerable machines that are unpatched for other reasons. Of the 15 vulnerable hosts observed by the municipalities, 9 are explained by administrators being unaware of those systems.

In short, the main explanation is the misalignment in the attribution of IP ranges, where administrators do not consider the systems their responsibility. This explanation is followed at some distance by the explanation that the IT organization was unaware of the presence of the vulnerable systems.

What is causing the misalignment problem? As Vermeer et al. [54] noted, organizations consistently struggle to keep a complete inventory of their assets. The assets are constantly changing, with many changes unplanned or unrecorded. This is closely related to the problem of “shadow IT” – systems and services that are “not known, accepted and supported” by an organization’s official IT department [48]. Indeed, when respondents were speculating what the vulnerable hosts were, they frequently mentioned SaaS solutions and specific services contracted by some department of the municipality, but outside their purview, the purview of the IT department. This is classic “shadow IT”. This explains why they did not consider it their responsibility to safeguard these systems. It also suggests that this is most likely not a problem exclusively to municipalities, and we might expect this also to occur in other enterprise environments. Not only does it mean there is no clear responsibility to keep those systems secure, but it also gravely undermines the CERT-based notification mechanism. Those notifications reach the IT department, but cannot find their way to the actual entity managing the host, because IT does not know. The fact that the IT teams see themselves as powerless towards “shadow IT” does not reduce the actual risk for the organizations. The vulnerable systems continue to run, exposing 183 “Low/Medium”, 191 “High”, and 107 “Critical” CVEs, according to IPs from the CERT data.

Finally, our findings also highlight a discrepancy between the widely-held view that local governments are very vulnerable, as mentioned in the Introduction, and the perspective of the local IT departments, as the latter observe far fewer problems in their own systems. This discrepancy might explain why the current situation persists, even though CERTs and higher levels of government keep warning local governments.

The municipal IT departments do their work under serious resource constraints. The lack of capacity and staff frequently came up. We observed that vulnerable hosts, with the exception of one, did not have specific mitigation strategies in place. Instead, respondents rely on generic mitigation measures. Respondents frequently mention the lack of capacity for IT security tasks. This aligns with our finding that organizations have only generic security measures in place – a rational choice to maximize defenses with limited resources. Coincidently, in December 2022, the Association of Dutch Municipalities (VNG) requested additional resources from the central government to increase its IT capacity in support of the Dutch National Cybersecurity Strategy, but those resources were denied [30]. Simply put, cybersecurity requirements increase, yet resources to comply lag behind.

Recommendations. So, what can municipalities do to tackle the attribution issue? After all, they themselves registered the IP addresses with the CERT. Clearly, they would benefit from keeping the IP ranges registered with the CERT up-to-date. At a minimum, this allows notifications to reach the correct
entity. If they are unaware of vulnerable systems, the notifications should help address that. What appears needed is some guidance or support on how to handle the responsibility gap that exists around “shadow IT”. Who is responsible for what system? The owner of the system? The owner of the data in the system? Respondents occasionally stated that they feel somewhat responsible for systems running elsewhere since they handle municipal data. At the same time, another respondent stated that they are not allowed to scan the systems of their partners, so they are unaware that their data resides in a vulnerable system. Until a clear delineation of responsibilities exists, organizations remain at risk for cyber threats. The new NIST 2.0 framework may guide practitioners in this respect. It emphasizes a new Govern function to gain a better “understanding of cybersecurity roles and responsibilities” [39].

For CERTs, our findings suggest two points. First, the institutional framework to mitigate cyber threats assumes that vulnerable systems are correctly attributed. This assumption turns out to be problematic. The national CERT detects a vulnerable system and notifies the relevant sectoral CERT. In turn, the sectoral CERT notifies the appropriate constituent about the vulnerable system. The constituent is then expected to take action. But in practice, we observe that the last, crucial step of this notification process is flawed – as the owner of the vulnerable system is often not the recipient of the notification. As a result, we find that those systems remain vulnerable, with the data of the organization at risk. This finding contests the effectiveness of the institutional framework for notifying vulnerable entities and highlights the need for a better reporting process between the CERT and its constituents.

Second, for CERTs, like for municipalities, there seems to be a need for a clear delineation of responsibilities for external systems. Currently, what constitutes the network of an organization appears to be diffuse, but counting only on-premise infrastructure seems archaic. Perhaps a recommendation could be to build a feedback loop for the notifications, a bit like a ticketing system. This way, if a notification is not picked up by the entity to whom it is assigned, because that entity sees it as outside its responsibility, then the ticket gets returned to the CERT. Both the CERT and the municipal IT leadership, e.g., the CISO, can then observe what systems are vulnerable, yet not acted upon. This is then a starting point for identifying who is managing those systems. Currently, neither the CERT nor the municipalities seems aware of the scale problem we have uncovered. If notifications function like tickets, then the scale and location of the problem become very clear to see for all parties involved.

**Limitations**. Our research design introduces several limitations: external validity, internal validity, scope, and desirability bias. First, we focused exclusively on Dutch municipalities. This risks that our findings might not be generalizable. We believe, though, that CERTs worldwide face similar challenges in delineating responsibilities and correctly attributing vulnerable hosts to their constituents for effective notifications and subsequent remediation. Our findings point to the problem of “shadow IT”: the challenges of managing asset inventory, including IPs and externally run services, which is a problem that many other organizations deal with. Also, a sample size of 16 interviews is limited. This sample, however, does cover 17% of the total population of municipalities. Second, our respondents were directly involved with managing vulnerable systems. Yet, they are only part of the (security) IT teams within the organizations, and their knowledge might be incomplete. We allowed additional respondents during the interviews to mitigate this risk. Yet, the limited knowledge is not just a barrier to measurement, but also an operational reality with consequences: respondents did not know who was responsible for large portions of the IP ranges that were registered with the CERT. Hence, they cannot delegate vulnerability notifications, let alone ensure mitigation.

Third, we could only discuss Internet-facing systems that ran a service with a version. Most proprietary (security) products run a service that does not include (backported) version information in the banner. Thus, the number of exposed vulnerable hosts is likely to be higher. That said, our methodology is limited as we could not perform active measurements of observed vulnerabilities. Therefore, the measured vulnerability of systems does not directly map to an equal amount of risk.

Lastly, the interviews risk desirability bias. When asked why systems were vulnerable, participants might give answers to paint them in a favorable light. We tried to mitigate this risk by a) talking about actual systems, b) interviewing respondents without their superiors, c) keeping the interviews confidential for the municipality and the CERT, and d) stating in the interview that we were scientists and were not there to pass judgment. We also believe that our methodology, interviewing respondents about actual systems, led us to a new discovery of the misalignment in responsibilities for vulnerable systems. Without our approach, practitioners would have reported very few, if any, vulnerable systems in their networks.

**9 Conclusion**

We asked what explains unpatched vulnerable systems that are detected and notified about, but not patched. We found that the detections are correct. It turned out that most of the vulnerable systems fell into a responsibility gap around “shadow IT” and other systems outside the reach of the IT organizations. Sysadmins did not consider these systems their responsibility. The CERT was not aware. We further identified that for most systems that did fall under the sysadmin’s responsibility, they were unaware of the presence of the vulnerabilities. Our findings highlight the need to re-evaluate and improve the critical institutional structures of incident response and vulnerability notifications.
Acknowledgments

We are grateful for our collaboration with IDB-CERT, which allowed us to connect with Dutch municipal IT-teams. We thank the anonymous reviewers for their constructive feedback that improved the paper. This work was supported by the Ministry of the Interior and Kingdom Relations of the Netherlands and Delft University of Technology under Grant M75B07 and partially by NWO-project "THESEUS" (NWA.1215.18.006).

References


A Respondent Details

Table 7: Overview of the respondents per municipality

<table>
<thead>
<tr>
<th>Respondent Id</th>
<th>Muni Id</th>
<th>Role</th>
<th>Gender</th>
<th>Vulnerable Hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>System Administrator</td>
<td>Male</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>System Administrator</td>
<td>Male</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>System Administrator</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>(C)ISO</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>System Administrator</td>
<td>Male</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>System Administrator</td>
<td>Male</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>(C)ISO</td>
<td>Male</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>Network Administrator</td>
<td>Male</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>(C)ISO</td>
<td>Male</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>7</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>11</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>11</td>
<td>System Administrator</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>12</td>
<td>System Administrator</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>12</td>
<td>System Administrator</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td>System Administrator</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>13</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>13</td>
<td>(C)ISO</td>
<td>Female</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>13</td>
<td>(C)ISO</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>14</td>
<td>Network Administrator</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>14</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>15</td>
<td>(C)ISO</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>27</td>
<td>16</td>
<td>Security Officer/Engineer</td>
<td>Female</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>16</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>16</td>
<td>Security Officer/Engineer</td>
<td>Male</td>
<td>0</td>
</tr>
</tbody>
</table>

B Interview Protocol

Introduction and background

- Can you tell me about yourself?
- What does a typical day look like?
- How many devices and servers are you managing, and how big is the team?
- How is security organized in your organization?
- What do you consider the biggest obstacles in security?
- What are the Internet-facing systems of the municipality?
- How do you monitor those systems?
- How do you stay up to date on vulnerabilities? Is that an active process?

Advisories and CERT

- Who receives advisories and notifications from the CERT?
- Who manages the IP ranges, an individual or a team?
- Who is responsible for following up after a notification from the CERT?
- How do you determine if a notification is relevant?
- Do you report changes in your infrastructure to the CERT?

Specific Vulnerable Systems

- For system X, we detected service Y and version Z. Is that correct? Did you run a backport? Is it vulnerable? If so, which CVEs? How did you obtain that information?
- Are you aware of the latest version of service X? How do you obtain that information?
- How do you deal with those CVEs?
- Did you apply mitigation strategies? Why?
- Do you have other mitigation strategies that were not used? Do you have examples?
- How does the location or function of the system influence the choice of a mitigation strategy?

C Codes

Determining Vulnerable Systems

Subcodes Active Search; Asset Inventory; Notifications; Not determined; Vulnerability Scanning.

Mitigation Strategies

Subcodes Strategies Notifier; Security Tools; Isolating systems; Managed Services; Non-internet facing.

Prioritization and Patch Practices

Subcodes Critical versus non-critical score; Internet-facing vs non-Internet-facing; Latest version on install.

Responsibilities

Subcodes Compliance; Dependencies in products; External, Cloud and Saas services; Public IPs and internal network; Security role in organization; Users and awareness.

Undermining Security

Subcodes Capacity for security tasks; Budget; People and skills; Priorities, partners and collaborations; Legacy systems.

D Venn Diagrams Total IP Sets

Figure 3: IP sets registered with the CERT and the IPs used by a municipality.